Abstract. Applying the concept of braiding sequences and the inequality between the signature and number of roots of the Alexander polynomial on the unit circle, we prove that only finitely many special alternating knots are (even algebraically) concordant, in that their concordance class determines their Alexander polynomial. We discuss some extensions of this result to positive and almost positive knots, and links.
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1 Introduction

Positive links are the links with diagrams where all crossings are positive (right-hand). These links seem to have drawn relevance not as much from the combinatorial property describing them, but from their relation to a series of different subjects, including dynamical systems [BW], algebraic curves [Ru, Ru2], and singularity theory [A, BoW, Mi]. The intersection of the class of positive and alternating links are the special alternating links studied extensively by Murasugi; see for example [Mu].

The concept of braiding sequences [Tr] of links was originally introduced with motivation from Vassiliev (finite degree) invariants [BL, BN, Va]. Braiding sequences were later related to positive and alternating knots [St4, STV, SV] by means of the fact that the set of knot diagrams on which the Seifert algorithm gives a surface of given genus decomposes into finitely many such sequences.

This paper is a continuation of the previous part of the work [St11]. Here we give further applications to properties of positive, in particular special alternating, links. We focus this time on concordance [Lv]. (One can work in the various categories: algebraic, topological\(^1\) or smooth, depending on the circumstances.) Our main goal will be to use the methods we developed to address the following conjecture.

**Conjecture 1.1** Any (algebraic) concordance class of knots contains only finitely many positive (or almost positive) ones.

\(^1\)‘Topological’ will for us always mean ‘locally flat’; we will not discuss the PL case here.
We will discuss evidence for this conjecture below in §4.1, which somewhat varies with its several possible versions. (See also question 4.2.) In particular, it is important to keep distinction between the three levels of concordance: algebraic, topological, or smooth. (The results that separated these categories have taken a long time to prove, and have significant impact, also in our situation.)

First, §2 explains the background and main tools in the approach to conjecture 1.1. In §3 we deal with inequalities relating the signature and number of roots of the Alexander polynomial on the unit circle. We give a review of the background of this relationship. With a study of Tristram-Levine signatures, we prove then in §4 for a large class of positive knots that its intersection with any knot concordance class is finite. We state here our main advance towards conjecture 1.1.

**Theorem 1.1** Any topological concordance class of knots (in fact, already any algebraic concordance class) contains only finitely many special alternating ones. That is, each special alternating knot is topologically (or algebraically) concordant to only finitely many special alternating knots. All these knots have the same Alexander polynomial.

More precisely, we will establish that a special alternating knot can share its Tristram-Levine signature jump function (30) with only finitely many others (see remark 4.1). In is worth emphasizing that in the smooth category, essentially the same proof gives a much stronger statement.

**Corollary 1.1** In any infinite family of smoothly concordant positive knots, there is no special alternating one. In other words, each special alternating knot is smoothly concordant to only finitely many positive knots. Also, all have the same Alexander polynomial.

We will then make efforts to extend these results with focus on our conjecture, proving similar statements for some class of positive and almost positive knots (§4.3) and links (§4.4). We will give computational examples in §4.5, discuss further, verifiable and problematic, cases in §4.6, and conclude with some methodological remarks in §4.7.

At a very late stage the preprint [BDL] appeared. See remark 4.6 for its relation to this work.

**Acknowledgment.** Over the very long period that this work developed, several people offered helpful remarks, discussions, and references. Most directly related to the present part are C. Livingston, J. C. Cha, A. Ranicki, D. Cimasoni, P. Gilmer, and S. Baader. S. D. Theriault pointed out numerous places of improvable writing in a very early version of this paper. S. Orevkov and his program provided some calculational assistance.

## 2 Preliminaries, Notations and Conventions

### 2.1 Generalities

The symbols \( \mathbb{Z}, \mathbb{N}, \mathbb{Q}, \mathbb{R} \) and \( \mathbb{C} \) denote the integer, natural, rational, real and complex numbers, respectively. Let \( \Re \) and \( \Im \) denote the real and imaginary part of a complex number. We will also write \( i = \sqrt{-1} \) for the imaginary unit, in situations where no confusion (with the usage as index) arises. Let us fix for \( z \in \mathbb{C} \setminus \{0\} \) that the argument \( \arg(z) = \Im \log(z) \) is taken in \([0, 2\pi)\).

For a set \( S \), the expression \( |S| \) denotes the cardinality of \( S \). In the sequel the symbol ‘\( \subset \)’ denotes a not necessarily proper inclusion.

We need next a few notations related to polynomials, which are understood in the broader sense as Laurent polynomials (i.e., variables are allowed to occur with negative exponents). Moreover, we will consider also Laurent polynomials with (only) half-integral powers, thus to save notation, let

\[
\mathcal{L}[x] := \mathbb{Z}[x^{\pm 1}] \cup \sqrt{7}\mathbb{Z}[x^{\pm 1}].
\]  

(1)
2.2 Conway-Alexander polynomial

Let ‘±’ be equality up to units \( \pm t^{\pm 1/2} \) in \( \mathcal{L}[t] \). For a polynomial \( X \in \mathcal{L}[t] \), and \( a \in \mathbb{Z} \cup \{\pm 1/2\} \), let \( [X]_a = [X]_0 \) be the coefficient of \( t^a \) in \( X \). For \( X \neq 0 \), let \( \mathcal{C}_X = \{ a \in \mathbb{Z} \cup \mathbb{Z} + 1/2 : [X]_a \neq 0 \} \) and

\[
\min \deg X = \min \mathcal{C}_X, \quad \max \deg X = \max \mathcal{C}_X, \quad \text{and} \quad \mathop{\mathrm{span}} X = \max \deg X - \min \deg X
\]

be the minimal and maximal degree and \( \mathop{\mathrm{span}} \) (or breadth) of \( X \), respectively. The leading coefficient of \( X \) is \( \max \{ [X]_t \} \). A similar nomenclature is deployed for 2-variable polynomials.

Let further for \( X, X_1 \in \mathcal{L}[t] \) and \( \xi \in \mathbb{C} \setminus \{0\} \), \( \mathsf{mult}_X \) be the multiplicity of \( \xi \) as a root (or zero), and \( \mathsf{mult}_{X_1} \) the multiplicity of \( X_1 \) as a divisor (or factor) of \( X \). Set \( \mathsf{mult}_X = 0 \) if \( \xi \) resp. \( X \) is not a root resp. divisor. If \( \mathsf{mult} > 1 \), we call the root or divisor multiple. A polynomial with no multiple roots/divisors is square-free. (There is no ambiguity, as we will work only over separable fields.)

Of course, for irreducible \( X_1 \), we have

\[
\mathsf{mult}_{X_1} X = \mathsf{mult}_{X_1} X_1,
\]

for every zero \( \xi \) of \( X_1 \), and conversely, for any \( \xi \in \mathbb{C} \setminus \{0\} \), the property (2) holds for the minimal polynomial \( X_1 \) of \( \xi \).

We mention also that irreducibility is meant (because polynomial factorization can always be done) over \( \mathbb{Z} \), by a lemma of Gauß (can be found, e.g., in [Se]).

Some further notations will be introduced at an appropriate place in the text.

### 2.2 Conway-Alexander polynomial

The Conway [Co] and (1-variable) Alexander polynomial [Al] of a link \( L \) are regarded here as equivalent:

\[
\Delta_L(t) = \nabla_{L}(t^{1/2} - t^{-1/2}).
\]

They are defined to be 1 on the unknot. The skein relation for \( \nabla \) can be written

\[
\nabla \left( \begin{array}{c}
1
\end{array} \right) = \nabla \left( \begin{array}{c}
0
\end{array} \right) + z\nabla \left( \begin{array}{c}
\xi
\end{array} \right).
\]

A skein triple \( D_+, D_-, D_0 \) is a triple of diagrams, or of their corresponding links \( L_+, L_-, L_0 \), equal except near one crossing, where they look like in (4) (from left to right). The replacement \( L_{\pm} \to L_0 \) is called smoothing (out) the crossing in \( L_\pm \). The crossing in \( D_+ \) is called positive, the one in \( D_- \) negative. The sum of the signs of all crossings of \( D \) is called the write of \( D \) and will be written \( \mathsf{w}(D) \).

Let \( D \) be an oriented knot or link diagram. We denote by \( e(D) \) the crossing number of \( D \). The crossing number of a link is the minimal crossing number of all its diagrams. We use \( n(D) = n(L) \) to designate the number of components of \( D \) or its link \( L \). We write \( s(D) \) for the number of Seifert circles of a diagram \( D \) (the loops obtained by smoothing out all crossings of \( D \)).

One can argue that \( \min \deg \nabla_{L}(z) \geq n(L) - 1 \), i.e., the coefficient \( \left[ \nabla(L) \right]_j \) vanishes whenever \( j < n(L) - 1 \). This in particular means that indeed \( \nabla_{L}(z) \) is a genuine polynomial in \( z \), and not a Laurent one, as (3) might suggest.

Throughout this treatise, \( \Delta \) is thus normalized so that (3) holds. The word ‘normalized’ refers to comparison with other definitions of the Alexander polynomial (see (24) below), where one often leaves an ambiguity up to units in \( \mathcal{L}[t] \).

Thus for knots \( K \) we will have

\[
\Delta_K(1) = 1,
\]

and for a general link \( L \),

\[
\Delta_L(1/t) = (-1)^{n(L) - 1} \Delta(t)
\]
(i.e., the sign is positive/negative for odd/even number of components). We will call property (5) unimodularity, and (6) symmetry (or reciprocity). It is well-known that for knots conditions (5) and (6) (with $n(L) = 1$) exactly determine the Alexander polynomials occurring as Alexander polynomial. Note furthermore that

$$\Delta_L \in t^{(n(L)-1)/2}\mathbb{Z}[t^{\pm 1}].$$

(7)

The reformulation of symmetry of $\Delta$ in terms of $V$ is that $\nabla_L(z)$ is an even/odd polynomial (i.e., has coefficients only in even/odd $z$-degree), when $n(L)$ is odd/even. The reformulation of unimodularity is that for knots $[\nabla]_0 \equiv 1$. More generally, $[\nabla(L)]_{n(L)-1}$ can be expressed in terms of component linking numbers; see [Ht].

It is important to note that for a knot $K$, because of (5) and (6), $\Delta_K(-1)$ is an odd integer, and hence

$$\Delta_K(\pm 1) \neq 0.$$  

(8)

The value

$$\det(L) := \Delta_L(-1)$$

is sometimes called the determinant of $L$. For a link $L$ (of more than one component) always $\Delta_L(1) = 0$, but there are many links $L$ with

$$\det(L) = \Delta_L(-1) \neq 0.$$  

These include all (non-split) alternating links, by work of Crowell-Murasugi (related to theorem 2.2 given below).

### 2.3 Links and diagrams

Here, and in the sequel, for a knot or link $K$, we write $!K$ for its obverse, or mirror image. Similarly $!D$ is the mirror image of a link diagram $D$. If $K$ is a knot, write $-K$ for its inverse (knot with opposite orientation). By $K_1 \# K_2$ we denote the connected sum of $K_1$ and $K_2$.

For a few specific (prime) knots, we use the tables of [Ro, Appendix] up to 10 crossings, and for 11 to 16 crossings, the tables of [HT] (see also [HTW]), where we append non-alternating knots after alternating ones (of the same crossing number).

We say that a link diagram $D$ is $l$-almost positive if it has exactly $l$ negative crossings, that is, $w(D) = c(D) - 2l$. A knot is $l$-almost positive if it has an $l$-almost positive diagram, but no $(l-1)$-almost positive one. Hereby, for both knots and diagrams, ‘0-almost positive’ is called shorter positive and ‘1-almost positive’ is almost positive [St7].

**Note:** There seems some division between knot theorists as to which links are to be called positive. In [Bu, MZ], the rather non-standard (and confusing) convention is used to call ‘positive knots’ the knots with positive braid representations (called ‘positive braids’ [Cr2], or better ‘positive braid knots’). The convention here follows the now established standard, used in many publications, as [Cr, CM, MP, N, O, Ru, Ta, Yo, Zu], to call positive knots the (larger) class of knots with a positive diagram.

A link diagram $D$ is called split, or disconnected, if it can be non-trivially separated by a simple closed curve in the plane. Otherwise we say the diagram is non-split, or connected. A split link is a link with a split diagram. Other links are said to be non-split. A crossing in a non-split diagram is reducible, if its smoothing gives a split diagram. A diagram is reducible if it has a reducible crossing, otherwise it is called reduced. To avoid confusion, unless otherwise stated, in the sequel all diagrams are assumed reduced, that is, with no nugatory crossings, and links are non-split.

A diagram $D$ is called composite, if there is a closed curve $\gamma$ intersecting (transversely) the curve of $D$ in two points, such that both in- and exterior of $\gamma$ contain crossings of $D$. Otherwise $D$ is called prime. (Note in particular that prime implies reduced.) A link $L$ is prime, if for every composite diagram $D$ of $L$ one of the in- or exterior of $\gamma$ contain (only) an unknotted arc; otherwise $L$ is composite.
Theorem 2.1 (Ozawa [O]; see also [Cr2]) If a positive diagram is prime, it depicts a prime link. In particular, prime factors of a positive link are positive.

A region of a link diagram \(D\) is a connected component of the complement of the plane curve of \(D\). A region \(R\) of a diagram is called Seifert circle region (resp. non-Seifert circle, or hole region), if any two neighboring edges in its boundary (i.e., such sharing a crossing) are equally (resp. oppositely) oriented (between clockwise or counterclockwise) as seen from inside \(R\). A diagram is called special iff all its regions are (either) Seifert circle regions or hole regions.

It is an easy combinatorial observation that for a connected diagram two of the properties alternating, positive and special imply the third. A diagram with these three properties is called special alternating. See, e.g., [Mu, Mu2]. A special alternating link is a link having a special alternating diagram. It can be described also (like in the introduction) as a link which is simultaneously positive and alternating. By definition such a link has a positive diagram, and an alternating diagram. That it has a diagram which enjoys simultaneously both properties was proved in [N, St6].

2.4 Genera

In the sequel we denote by \(g(D)\) the genus of a diagram \(D\), this being the genus of the surface coming from the Seifert algorithm applied on this diagram. More conveniently, if \(D\) is a link diagram, we use instead of \(g(D)\) the notation \(\chi(D)\) for the Euler characteristic of the Seifert surface given by the Seifert algorithm.

By \(g(L)\) we will denote the genus and \(\chi(L)\) the Euler characteristic of a link \(L\), which are the minimal genus resp. maximal Euler characteristic of an orientable spanning (i.e., Seifert) surface for \(L\). By \(g_c(L)\) we denote the canonical genus of \(L\), which is the minimal genus \(g(D)\) of some diagram \(D\) of \(L\). Similarly, \(\chi_c(L)\), the canonical Euler characteristic of \(L\), is the maximal \(\chi(D)\) for all diagrams \(D\) of a link \(L\). Further, for a link \(L\) we denote by \(g_s(L)\) the smooth 4-ball genus, which is the minimal genus of a (smoothly) properly embedded surface in the 4-ball with boundary \(L\). Finally, \(\chi_s(L)\) is set to be the smooth 4-ball Euler characteristic.

A knot \(K\) is slice if \(g_s(K) = 0\). Two knots \(K_1\) and \(K_2\) are (smoothly) concordant if \(-K_1 \# K_2\) is slice. Let us say that \(K_2\) is positively concordant to \(K_1\), if \(K_1\) and \(K_2\) are concordant and positive.

Theorem 2.2 (see [Cr, C, Mu2]) The Seifert algorithm applied on an alternating or positive diagram gives a minimal genus surface.

Thus the genus \(g(L)\) of an alternating/positive link \(L\) coincides with the genus \(g(D)\) of an alternating/positive diagram \(D\) of \(L\), given by

\[ g(D) = \frac{c(D) - s(D) + 2 - n(D)}{2}, \tag{9} \]

with \(c(D)\), \(s(D)\) and \(n(D) = n(L)\) being the number of crossings, Seifert circles and components of \(D\), resp.

The preceding theorem implies that for alternating/positive links \(L\),

\[ g(L) = g_c(L). \tag{10} \]

For positive links, we have additionally that

\[ g(L) = g_s(L) \tag{11} \]

(see (18) below).

We recall two major ways of estimating genera of arbitrary knots from below. One comes from the Alexander-Conway polynomial. It is well-known that for split links \(V = 0\), and (as partly stated already in §2.2) for a non-split link \(L\), the coefficient \([\nabla(L)]_i\) is non-zero only if

\[ n(L) - 1 \leq i \leq 1 - \chi(L), \quad \text{and} \quad i - n(L) \text{ is odd.} \tag{12} \]
The right inequality is related to the description of $\Delta$ in terms of Seifert matrices (see below (24)). The parity condition is seen equivalent to the property (7) of $\Delta$. Let us call an $i$ satisfying (12) \textit{admissible}, and in the same way the coefficient $[\nabla]_i$ admissible for such $i$.

The range of $i$ in (12) means that (for $\nabla \neq 0$)

$$n(L) - 1 \leq \min \deg_v \nabla(L) \leq \max \deg_v \nabla(L) \leq 1 - \chi(L). \quad (13)$$

For many (non-split) links, including positive and alternating ones, the rightmost inequality is exact, i.e., an equality, and with (3) we can write

$$1 - \chi(L) = 2 \max \deg \Delta_L = -2 \min \deg \Delta_L = \max \deg \nabla_L. \quad (14)$$

(In fact, this property is directly related to theorem 2.2.) More specifically, we have the following property.

\textbf{Theorem 2.3} For positive and almost positive (non-split) links, $\nabla$ is a positive polynomial, i.e., all its admissible coefficients are positive.

For the later applications of this theorem, it is enough that all admissible coefficients are nonnegative, and at least one is positive. This property is essentially proved in [Cr, Corollary 2.2]. For the clarification why no admissible coefficient is zero (not needed here) see, e.g., [St11] (for positive links) and then [St3, §4.1] (for how to extend it to almost positive links).

Note that for knots $K$, the rightmost inequality in (13) can be restated using (3) and $2g(K) = 1 - \chi(K)$ in the form

$$\max \deg \Delta(K) \leq g(K). \quad (15)$$

Again, equality holds for positive and alternating knots $K$.

For any knot $K$ the left inequality in (13) is exact (and the constant term of $\nabla$ is 1). Note also that (13) implies $2g(L) \geq \span \nabla(L)$, and equality occurs iff the leftmost and rightmost inequalities in (13) are both exact, in particular for positive links.

The other way of estimating genera comes from Bennequin’s inequality [Be, theorem 3], and its subsequent improvements. We define the Bennequin number $r(D)$ of a diagram $D$ of a link $L$ to be

$$r(D) := \frac{1}{2} \left( w(D) - s(D) + 1 \right). \quad (16)$$

Then it is known (see [Ru, He]) that

$$1 - \chi(L) \geq 1 - \chi_s(L) \geq 2r(D), \quad (17)$$

which is called \textit{slice Bennequin inequality}. We mainly require the following special case. For an $l$-almost positive diagram $D$ of a knot $K$, by comparison of (9) (with $n(D) = 1$) and (16), we have $r(D) = g(D) - l$, and (17) yields

$$g(D) - l = r(D) \leq g_s(K) \leq g(K) \leq g_c(K) \leq g(D). \quad (18)$$

In particular, for positive diagrams ($l = 0$), all inequalities become equalities (recall (10) and (11)). This amplifies, by addition of the slice genus, a special case of theorem 2.2.

There is a third estimation of genera, using Tristram-Levine signatures, which we explain next.

\section{2.5 Tristram-Levine signatures}

Here we introduce one further main technical tool appearing in the sequel. A more extensive discussion close to our course here can be found in [L, §8]. (We shall give a few additional references for further details.)
Set
\[ S^1 := \{ z \in \mathbb{C} : |z| = 1 \} , \quad \text{and} \quad S^1_\lambda := \{ z \in S^1 : \Im m \, z > 0 \} . \quad (19) \]

Let \( M \) be a Seifert matrix of size \((1 - \chi) \times (1 - \chi)\) corresponding to a Seifert surface \( S \) of a link \( L \) of Euler characteristic \( \chi \). Note: 1 - \( \chi \) < 0 can occur (only) if \( S \) is disconnected; then \( \Delta(L) = 0 \), and such links will not be studied in this paper. We thus assume throughout that \( S \) is connected. Then for any \( \xi \in S^1 \) we define
\[ M_\xi(L) := (1 - \xi)M + (1 - \xi)M^T , \quad (20) \]
where \( \bar{\cdot} \) denotes conjugation and \( \cdot^T \) transposition. This is a Hermitian matrix, and all eigenvalues are real. By \( \sigma(M_\xi) \) we denote the signature (sum of signs of eigenvalues) and by \( \nu(M_\xi) \) the nullity (dimension of the kernel, or number of zero eigenvalues) of \( M_\xi \). They turn out to be independent of the surface and Seifert matrix, and become thus invariants of \( L \). We obtain then a family, written by \( \sigma_\xi(L) \), of signatures \( \sigma_\xi(L) \) for \( \xi \in S^1 \), called generalized or Tristram–Levine signatures [Ts, Le]. Similarly we have the nullities \( \nu_\xi(L) \).

\[ \sigma_\xi(L) = \sigma_\xi(L) , \quad (21) \]
which is why we will usually work only on \( S^1_\lambda \), while paying attention to \( \xi = \pm 1 \).

All the Tristram–Levine signatures satisfy for a skein triple \( L_{\pm,0} \) the rules
\[ \sigma_\xi(L_+) - \sigma_\xi(L_-) \in \{ 0,1,2 \} , \quad (22) \]
\[ \sigma_\xi(L_\pm) - \sigma_\xi(L_0) \in \{ -1,0,1 \} . \]

(Whether to have \( \{ 0,1,2 \} \) or \( \{ 0,-1,-2 \} \) in (22) is a matter of convention.) The behaviour of signatures under mirroring, inversion (for a knot \( L \)), and connected sum is likewise well-known:
\[ \sigma_\xi(L) = \sigma_\xi(-L) = -\sigma_\xi(L) , \]
\[ \sigma_\xi(L \# K) = \sigma_\xi(L) + \sigma_\xi(K) . \quad (23) \]

For the purpose of this paper, we need another approach to the (normalized) Alexander polynomial, different from the skein property (3). The polynomial of a link \( L \) can be calculated from a Seifert matrix \( M \) of \( L \) by
\[ \Delta_L(t) = t^{(\chi - 1)/2} \det(M - tM^T) . \quad (24) \]
(In this definition the unit \( t^{(\chi - 1)/2} \) is often omitted, but it is added here to conform to the normalization of §2.2.) In recalling the consequence (13), let us note that thus a link satisfies equality (14) exactly if it possesses a regular (non-zero determinant) Seifert matrix.

Tristram-Levine signatures are related to the 4-genus (cf. §2.4) via the Tristram–Murasugi inequality [Ts, Mu]: if \( \xi \) is a prime power root of unity,
\[ |\sigma_\xi(L)| + \nu_\xi(L) \leq 2g_s(L) + n(L) - 1 . \quad (25) \]

This inequality holds also in the topological category. (Note: with \( 'g_s' \) replaced by \( 'g' \), for connected Seifert surfaces, the r.h.s. becomes \( 1 - \chi(L) \), and (25) follows for all \( \xi \) by definition of \( \sigma_+ \) and \( \nu_+ \).) A consequence is that for a knot \( K \),
\[ |\sigma_\xi(K)| \leq 2g_s(K) \text{ when } \Delta_K(\xi) \neq 0 . \quad (26) \]

A further feature of \( \sigma_\xi(L) \) for a link \( L \) is that
\[ \text{when } \Delta_L(\xi) \neq 0, \text{ then } \sigma_\xi(L) - n(L) \text{ is odd.} \quad (27) \]

Moreover, in this case, for a knot \( K \), the sign of \( \Delta_K(\xi) \) (which is a real number when \( |\xi| = 1 \) and \( \Delta_K \) is symmetric) determines \( \sigma_\xi \mod 4 \) (see [St10]):
\[ \Delta_K(\xi) > 0 \iff \sigma_\xi(K) \equiv 0 \mod 4 , \]
\[ \Delta_K(\xi) < 0 \iff \sigma_\xi(K) \equiv 2 \mod 4 . \quad (28) \]
Further, it follows from (21) that
\[ \sigma \] is obvious that
\[ K \]
\( \xi \) i.e.,
\[ g \]
\( \Delta \) To remove the restriction (29), one considers the jump
\[ \Delta_{\xi} \] of the zeros of the Alexander polynomial. Namely, if
\( K \) outside
\( K \)
\( \Delta \)
\[ \Delta_{\xi}(\xi) = \Delta_{K_1}(\xi) \cdot \Delta_{K_2}(\xi) \neq 0 \]. That is, if \( K_{1,2} \) are concordant, and
\[ \Delta_{K_1}(\xi) \neq 0 \neq \Delta_{K_2}(\xi), \] (29)
then \( \sigma_\xi(K_1) = \sigma_\xi(K_2) \).

To remove the restriction (29), one considers the jump of \( \sigma_\bullet \) at \( \xi \),
\[ j_\xi(L) := \lim_{\epsilon \searrow 0} \sigma_{\xi^=\epsilon}(L) - \lim_{\epsilon \nearrow 0} \sigma_{\xi^=\epsilon}(L), \] (30)
which becomes a full concordance invariant for knots \( K \). This property will be a key in our arguments. It is obvious that
\[ j_\xi(L) \neq 0 \text{ only if } \Delta_\xi(\xi) = 0. \] (31)
Further, it follows from (21) that
\[ j_\xi(L) = -j_\xi(L), \] (32)
in particular the jumps \( j_{\pm 1}(L) = 0 \), and are useless.

Here may be appropriate to emphasize that calculating \( \sigma_\bullet \) and \( j_\bullet \) using (large) Seifert matrices is not efficient in practice, regardless of being polynomial time, and requires a substantial algorithmical effort to be performed safely. We used a package for MATHEMATICA \(^\text{TM} \) written by S. Orevkov. This method, though, is suitable only for limited scale computations, and thus we sought alternative means to evaluate these invariants. See, e.g., proposition 3.1.

The (usual) signature \( \sigma = \sigma_{-1} \) of Murasugi [Mu] has a very distinguished role among the Tristram-Levine signatures. An important special case of (27) for a knot \( K \) is when \( \xi = -1 \). Because of (8), we have that \( \sigma(K) = \sigma_{-1}(K) \) is always even for a knot. Moreover, (26) applies to give
\[ |\sigma(K)| \leq 2g_s(K) \leq 2g(K). \] (33)
Murasugi first proved that these inequalities are exact (i.e., equalities) for special alternating knots.

More generally, for alternating knots there are nice combinatorial formulas available to calculate \( \sigma \) from an alternating diagram (see, e.g., [Mu, Kf, GL]). These formulas, together with the skein rule (22) (‘1’ does not occur on the right) and the property (28) (for \( \xi = -1 \)) provide a tool for calculating \( \sigma \), at least for knots, only using integer arithmetic. This is one of the methods with a huge practical advantage over diagonalizing \( M_{-1} \), and was used for \( \sigma \) calculations throughout this paper.

We will need the following information on the signature of positive knots.

**Theorem 2.4** (see [CGo, PT, St7, St9]) Let \( K \) be a positive knot of genus \( g \) and signature \( \sigma \). Then

1. \( \sigma > 0 \),
2. \( \sigma = 2 \) if and only if \( g = 1 \),
3. \( \sigma = 4 \) if \( g = 2 \),
4. if \( g = 3 \), then \( \sigma \in \{ 4, 6 \} \),
5. if \( g = 4 \), then \( \sigma \in \{ 6, 8 \} \), except if \( K = 14_{45657} \) (where \( \sigma = 4 \)),
6. if \( g \geq 5 \), then \( 2g \geq \sigma \geq 6 \).

More recently Tristram-Levine signatures have been of some interest because of their relation to the classification of zero sets of algebraic functions on projective spaces [Or, F] and (a quantum version of) the Jones polynomial [G].
2.6 Braiding sequences and genus generators

Now let us recall, from \([\mathrm{St4}, \mathrm{St5}]\), some basic facts concerning knot generators of given genus. We will set up some notations and conventions used below. This is discussed in much more detail in \([\mathrm{St9}]\). Cromwell offers in his recent book \([\mathrm{Cr3}]\) (section 5.3) an introductory exposition on the subject.

We start by defining \(\sim\)-equivalence of crossings. A reverse clasp is, up to crossing changes, a tangle like \(\begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet}
\end{array} \). If exactly one strand has opposite orientation, we call the clasp parallel. We call a clasp trivial if both its crossings have opposite sign. Such a clasp can be eliminated by a Reidemeister II move.

**Definition 2.1** Let \(D\) be a link diagram, and \(p\) and \(q\) be crossings. We call \(p\) and \(q\) \(\sim\)-equivalent and write \(p \sim q\), if smoothing out one renders nugatory the other.

Another (and more commonly used elsewhere) way of saying this is that \(p\) and \(q\) can be made to form a reverse clasp after flypes. A minor argument will convince one that this is indeed an equivalence relation.

**Definition 2.2** A \(\sim\)-equivalence class consisting of one crossing is called trivial, a class of more than one crossing non-trivial. A \(\sim\)-equivalence class is reduced if it has at most two crossings; otherwise it is non-reduced. A diagram is called generating, or a generator, if all its \(\sim\)-equivalence classes are reduced.

Let \(D\) be an oriented link diagram with crossings \(c_1, \ldots, c_n\). We explain now, following \([\mathrm{St2}]\), how to define a family of diagrams \(D = \mathcal{B}(D)\) called braiding sequence (or series). Consider the family of diagrams

\[ D = \{ D(p_1, \ldots, p_n) : p_1, \ldots, p_n \in \mathbb{Z} \text{ odd} \}. \]

Herein the diagram \(D(p_1, \ldots, p_n)\) is obtained from \(D\) by replacing the crossing \(c_i\) by a tangle consisting of \(|p_i|\) reverse half-twists of sign \(\text{sgn}(p_i)\):

\[
\begin{array}{c}
p_i = -3 & \quad p_i = -1 & \quad p_i = 1 & \quad p_i = 3
\end{array}
\]

Following \([\mathrm{St2}]\), we will call \(D\) the braiding sequence \(\mathcal{B}(D)\) associated to \(D\). Note that \(\mathcal{B}(D)\) does not in fact depend on how crossings in \(D\) are switched. In particular, we can, and will, assume without loss of generality that \(D\) is alternating.

We will use below the following simple technical argument from \([\mathrm{St11}]\).

**Lemma 2.1** (\([\mathrm{St11}]\)) If

\[D_i = D(p_{1,i}, \ldots, p_{n,i})\]

are infinitely many diagrams in one braiding sequence, then we may without loss of generality assume that there is a \(1 \leq d \leq n\) such that \(p_{d+1,i}, \ldots, p_{n,i}\) are constant, and

\[p_{k,i+1} > p_{k,i}\]

for all \(i > 0\) and \(k = 1, \ldots, d\).

We call a positive (resp. negative) \(\mathcal{R}_2\) twist the replacement of the tangle for \(p_i = 1\) (resp. \(p_i = -1\)) in (34) by the one for \(p_i = 3\) (resp. \(p_i = -3\)).

This move does not change the canonical genus: when \(D'\) is obtained from \(D\) by a \(\mathcal{R}_2\) twist, then \(g(D') = g(D)\). Thus \(g(D') = g(D)\) is constant for all \(D' \in \mathcal{B}(D)\). As it turns out, some kind of converse of this property is true for fixed \(g(D)\), up to finite indeterminacy.
Theorem 2.5 (see [St4, St9]) The set of knot diagrams on which the Seifert algorithm gives a surface of given genus, regarded up to crossing changes and flypes, decomposes into a finite number of reverse braiding sequences $B_i = B_i(D_i)$ for generators $D_i$. The same is true for link diagrams of fixed number of components.

Usually one considers alternating diagrams $D_i$ and their underlying knots $K_i$ (which we also call generators). There are systematical ways to determine the generator sets $\{K_i\}$ for small $g$. The case $g = 1$ was done by hand in [St4] (and observed independently in [Ru]), and $g = 2, 3$ in [St5], already using substantial computation. For $g = 4$, the limit of the feasible, an account is given separately [St9]. The generator sets quickly become highly difficult, and each new set required an increasingly efficient algorithm to determine. Theorem 2.4 is to a large extent an application of this work.

3 Signature-zeros estimates

One further major tool used for our main result requires a longer treatise, and we devote this separate section to it. It should be noted that results in this section do not assume positivity (or almost positivity), except a few places where explicitly noted, and apply (for links) without a priori restricting to knots.

This section is organized thus. In §3.1 we discuss a relation between signature and number of zeros of the Alexander polynomial, which plays a central role in the proof of theorem 1.1 (and its later generalizations). The case of simple zeros in [St8] is recalled with some additions in §3.2. The subsection §3.3 is devoted to extensions of the signature-root number inequality, and some special cases and easy consequences, still without assumption of positivity.

3.1 The inequality of Alexander polynomial zeros and signature

In [St8] we studied, in a special case, a close relationship between the signature and the number of zeros of the Alexander polynomial on the (complex) unit circle. We formulate this relationship after an important clarification.

Definition 3.1 Let us in the following fix that zeros of a Laurent polynomial $X \in \mathbb{C}[t]$ over some complex domain $S$ are always counted with multiplicity. In that sense, define for $S \subset \mathbb{C}$,

$$
\zeta(X, S) := \sum_{\xi \in S \setminus \{0\}} \text{mult}_\xi(X).
$$

Observe that

$$
\zeta(X, \mathbb{C}) = \text{span} X. \quad (36)
$$

Moreover, there is the complex-analytic integral formula

$$
2\pi i \cdot \zeta(X, S) = \oint_{\partial S} \frac{X'(z)}{X(z)} \, dz, \quad (37)
$$

valid when $S$ does not contain 0 and has at least piecewise smooth boundary $\partial S$ (oriented counterclockwise) with no roots of $X$ on it.

With (19), the mentioned relationship is stated as follows: for a link $L$ with $\Delta_L \neq 0$,

$$
|\sigma(L)| \leq \zeta(\Delta_L, S^1). \quad (38)
$$
Clearly with any zero \( z \in S^1 \) of \( \Delta \), the conjugate \( \bar{z} \) is also one. Moreover, for a knot \( K \), there is no overlap because of (8). Thus

\[
\zeta(\Delta_K, S^1) = \frac{1}{2} \zeta(\Delta_K, S^1),
\]

and (38) can be paraphrased as

\[
\zeta(\Delta_K, S^1) \geq \frac{1}{2} |\sigma(K)|.
\]

We will first discuss several arguments for this special case, before turning to the subtleties of extending it to links.

**Lemma 3.1** If \( K \) is a knot, then (40) holds.

**Proof.** This result follows from the more detailed property that for \( \xi \in S^1 \),

\[
|J_\xi(K)| \leq 2 \text{mult}_\xi \Delta(K),
\]

which can be also seen as a non-trivial extension of (31). One approach toward (41) goes back to the definition of Milnor’s signature [Mi2], and its identification with the jump by Levine and Matumoto [Le, Ma]. Another approach, discussed in [G, St8], establishes that the branches of eigenvalues of \( M_\xi \) are smooth in \( \xi \). It uses spectral theory and requires a result of Trotter [Tt] that a Seifert matrix can be regularized under \( S \)-equivalence.

More background, albeit important, is too verbose to discuss here, in particular because the lemma is insufficient for us. It should be made clear that both Trotter’s and Milnor’s work make substantial use of unimodularity (5) (and Milnor further of the homological algebra of knot complements), and thus heavily restrict to knots. In Matumoto’s proof, regularity of the Seifert matrix remains a basic assumption, and (8) is also used (albeit more tacitly), again leaving the case of links in limbo. This will be remedied with the more general arguments in §3.3, to which we prefer (and need) to assign more attention.

On a related matter, there is Shinohara’s inequality [Sh, Theorem 3], valid for links when \( \Delta \neq 0 \):

\[
|\sigma| \leq 2 \max \deg \Delta = \text{span}\Delta.
\]

For knots, it is easily seen (from (36)) as a consequence of (40), but is proved in a purely algebraic (and thus more natural) way.

All consequences and special cases of (40) we need are taken from [St8] or reproduced below from our own tools (see, e.g., the remark below (42)). One such is stated here, to be used for theorem 1.1; we defer a proof to §3.3.

**Corollary 3.1** If \( \sigma(K) = 2g(K) \) for a knot \( K \), then all zeros of \( \Delta_K \) lie on \( S^1 \).

Murasugi’s work (as quoted below (33)) shows that special alternating knots \( K \) satisfy the assumption of the corollary. Our main result of [St8] generalizes to links its conclusion, which reformulates to \( \nabla \) in the stated way from the relation (3).

Let in the following

\[
\tilde{\nabla}_L(z) := \nabla_L(\sqrt{z}).
\]

**Theorem 3.1** ([St8]) If \( L \) is a special alternating link, then any zero of \( \tilde{\nabla}_L \) (is real and) lies in the interval \([-4,0]\), or equivalently, all zeros of \( \Delta_L \) lie on the complex unit circle.
3.2 Signature jumps at simple roots

We will need some of the argument in [St8] for jumps at simple roots of $\Delta$.

Lemma 3.2 ([St8]) Let $K$ be a knot, such that $\Delta_K$ has no multiple zero. Then inequality (40) holds.

Proof. For a simple zero $\xi_0$ of $\Delta_K$ on $S^1$ the signature $\sigma_\xi$ always changes by $\pm 2$ in $\xi_0$, i.e.,

$$\left| j_{\xi_0}(K) \right| = 2 \quad \text{when} \quad \text{mult}_{\xi_0} \Delta_K = 1. \quad (44)$$

This is essentially a consequence of the Implicit Function Theorem applied on $f(\xi, \alpha) = \det(M_\xi - \alpha \cdot \text{Id})$. It allows one to bijectively (and smoothly) express the eigenvalue $\alpha$ close to 0 in terms of $\xi$ close to $\xi_0$; in particular this (locally unique) eigenvalue must change sign. Inequality (40) is immediate. \hfill $\square$

It will be useful to introduce the one-sided signature limits as follows (compare (30)):

$$\sigma^+_{\xi}(L) := \lim_{\varepsilon \searrow 0} \sigma_{\varepsilon \cdot \eta}(L) \quad \text{and} \quad \sigma^-_{\xi}(L) := \lim_{\varepsilon \nearrow 0} \sigma_{\varepsilon \cdot \eta}(L). \quad (45)$$

For knots, there is a way to bypass the Seifert matrix (as motivated below (32)) in testing the sign in (44) for some simple jumps, which will be helpful mostly for practical calculations (see §4.5).

Proposition 3.1 Assume $\xi_0$ is a simple zero of $\Delta_K$ for a knot $K$ such that on the $S^1$-arc

$$\Xi(\xi_0) = \{ e^{it} : 0 < t < \arg(\xi_0) \} \quad (46)$$

between 1 and $\xi_0$, all $n$ zeros on $\Delta_\xi$ are also simple. Let $K'$ be a knot obtained from $K$ by changing a positive crossing to become negative. Then the following holds.

a) If $j_{\xi_0}(K) = 2$, then $(-1)^n \Delta_K'(\xi_0) \geq 0$ for all $K'$.

b) If $j_{\xi_0}(K) = -2$, then $(-1)^n \Delta_K'(\xi_0) \leq 0$ for all $K'$.

Proof. Because (44) applies for the $n$ zeros on $\Delta_K$ on $\Xi(\xi_0)$, we have in (45)

$$\sigma_{\xi_0}^+(K) \equiv 2n \mod 4.$$ 

If $\xi_{\xi_0}(K) = +2$ (similarly for $-2$), then $\sigma_{\xi_0}(K) \equiv 2n + 1 \mod 4$. Because of the skein property (22), we have $\sigma_{\xi_0}(K') \not\equiv 2n + 2 \mod 4$. If $\sigma_{\xi_0}(K')$ is odd, then $\Delta_K'(\xi_0) = 0$. Otherwise, $\sigma_{\xi_0}(K') \equiv 2n \mod 4$, and then use (28). \hfill $\square$

Lemma 3.2 yields the part of theorem 3.1 for knots with square-free (i.e., without multiple zeros) Alexander polynomials.

Corollary 3.2 ([St8]) Let $K$ be a special alternating knot, such that $\Delta_K$ has no multiple zero. Then all zeros of $\nabla_K$ are real and lie in the interval $[-4, 0]$.

Proof. We have $\sigma(K) = 2g(K)$ by Murasugi (see §2.5), and can reinstate the chain of inequalities:

$$2g(K) \geq \zeta(\Delta_K, C) \geq \zeta(\Delta_K, S^1) \geq \sigma(K) = 2g(K), \quad (47)$$

which, complemented here by the property on the right, all become equalities. \hfill $\square$

The proof of theorem 3.1 in [St8] proceeded by using some approximation result (of roots of link polynomials by roots of square-free knot polynomials), to deduce the full extent of the theorem from this special case.
3.3 Generalized signature-zeros estimate

**Definition 3.2** Define (using the notation in §2.4) a knot or link $L$ to be *regular* if equality (14) holds,

$$1 - \chi(L) = 2 \max \deg \Delta(L),$$

and *irregular* otherwise.

Remember, that it follows from the the comment below (24) that $L$ is regular if and only if $L$ has a regular Seifert matrix.

Next, let us introduce the one-sided jumps (using (45), and comparing with (30)):

$$j^+_\xi(L) := \sigma^+\xi(L) - \sigma^-\xi(L), \quad \text{and} \quad j^-_\xi(L) := \sigma^-\xi(L) - \sigma^+\xi(L).$$

Then $j_\xi(L) = j^+_\xi(L) - j^-_\xi(L)$. Clearly only $\xi$ with $\Delta_L(\xi) = 0$ are interesting, but these singular signatures $\sigma_\xi(L)$ have not been thoroughly studied. Matumoto’s work (mentioned in the proof of lemma 3.1) gives some, but very partial, information. (Apart from the constraints discussed in §3.1, he needs that the Seifert matrix $M$ is diagonalizable.)

**Lemma 3.3** We have

$$|j^+_\xi(L)| \leq \nu_\xi(L).$$

**Proof.** We look at the forms $M_\xi$ in (20) for a Seifert matrix $M$ of $L$. Let us note that branches of eigenvalues of $M_\xi$ being continuous in $\xi$ (cf. proof of lemma 3.1) easily follows for example by using (37) on the characteristic polynomials of $M_\xi$, regarded as functions in the variable $\xi$. This implies the assertion of the lemma. □

It seems reasonable to believe that

$$\nu_\xi(L) \leq \multi_\xi \Delta(L), \quad (48)$$

which would lead to a refinement of (41),

$$|j^+_\xi(L)| \leq \multi_\xi \Delta(L). \quad (49)$$

Here is another useful observation (I am grateful to A. Ranicki for pointing this out):

**Lemma 3.4** If $L$ is regular, then (48), and therefore also (41), holds.

**Proof.** We have that (some) $M$ in (20) is invertible, and then the Alexander polynomial mainly becomes the characteristic polynomial of $(M^T)^{-1}M$:

$$\chi_{(M^T)^{-1}M}(\xi) = \det(M)^{-1} \cdot \xi^{(1-\chi)/2} \cdot \Delta_L(\xi).$$

Then (48) is just the formula relating eigenvalue multiplicity and eigenspace dimension. □

In particular, by lemma 3.4, if $L$ is regular, we have (38) directly from (49). Using Trotter’s work (see proof of lemma 3.1), one can obtain then (48) for all knots, and also derive (49) and (41) from it and lemma 3.3.

For irregular links this elegant short argument does not work. The previously discussed failure of all alternative proofs, though, strongly motivates an approach to (38) which applies to links and lifts all assumptions binding other methods (except, of course, $\Delta \neq 0$). Our partial effort was superseded by a proof, given very recently by P. Gilmer and C. Livingston, of (48) (and hence (38)) in the general case, which will be discussed elsewhere [GLv]. For another proof, the referee pointed to the Appendix of [Lc] (with the caveat there to use, in our notation, $j^\pm_{-1}$ instead of $j_{-1}$).
**Corollary 3.3** Assume $L$ is regular. Then
\[ \zeta(\Delta L, C \setminus S^1) \leq 1 - \chi(L) - |\sigma(L)|. \] (50)

**Proof.** Use (38) and \( \zeta(\Delta L, C) = \text{span} \Delta L \leq 1 - \chi(L). \)

**Proof of corollary 3.1.** Combining Shinohara’s inequality (42) with (15) and our assumption, we see that both (42) (for \( |\sigma(K)| = \sigma(K) > 0 \)) and (15) become equalities. Thus $K$ is regular, along with (8) (for any knot), i.e.,
\[ 1 - \chi(K) - \text{span} \Delta K = \text{mult}_{\pm 1} \Delta K = 0. \] (51)

Then (38) with (51), (15), (39), and our assumption, leads again to (47). □

**Remark 3.1** For a positive or almost positive knot (as needed in the proof of theorem 1.1 and its later extensions), inequality (42) is not required. We have (51) from theorem 4.3, yielding again (47) (and (42) along with it), etc.

### 4 Concordance of positive knots

#### 4.1 Finiteness conjecture

One can regard conjecture 1.1 (though it came up differently; cf. remark 4.5) as a follow-up to the fact that positive (or almost positive) knots have positive signature, and hence are not (algebraically) slice. This fact was first proved (for positive knots) by Cochran and Gompf [CGo, corollary 3.4]. Przytycki observed the result (also for almost positive knots) to be a consequence of Taniyama’s work [Tn], but their account [PT] remained unpublished for a very long time. A proof of the positivity result of the signature, using similar methods to Przytycki-Taniyama, was written down in [St7].

The only previous results similar to conjecture 1.1 (though obtained with a different approach) appear to be about doubled knots, starting with Casson and Gordon [CG] and later extended in [Ki]. One can find very subtle particular examples where the detection of non-concordance is difficult [Ki2]. But efficient (non-abelian) concordance invariants seem hard to calculate in general. These invariants have so far become useful only in certain suitably constructed particular infinite families of knots. On the opposite hand, for any moderately large and natural class of knots, meaningful claims about concordance properties seem scarce. Among others, there are rather easy to identify infinite families of slice (even ribbon) knots, which are quasipositive, or $l$-almost positive at least for $l \geq 3$ (see example 4.2), or alternating (even rational). Thus the property in conjecture 1.1 must be in some way intrinsically linked with positivity.

Our main aim will be to settle a part of conjecture 1.1, first for special alternating knots (theorem 1.1), and later for a larger class of positive and almost positive knots satisfying a certain inequality on their signature and genus (theorem 4.5). In our approach concordance can be taken to be algebraic, except where we explicitly state otherwise (see also remark 4.1). See the update in remark 4.6.

A brief overview of this main section of the paper is as follows. The proof of theorem 1.1 is carried out in §4.2. In §4.3 we give versions of our main theorem for more general classes of positive and almost positive knots, and in §4.4 we discuss the case of links. In §4.5 we present some computations, discuss in §4.6 some related examples, and conclude in §4.7 with further comments about possible extensions and relations of our results.

#### 4.2 Application to concordance

We first prove the statement given in the introduction. The proof will show how one can obtain some more general versions, which we will discuss later.

The following lemma is well-known, but we recapture an argument suitable for subsequent extensions.
Lemma 4.1 There are only finitely many positive knots with given Alexander polynomial.

Proof. Let \( D_i \) be infinitely many positive diagrams with given \( \Delta \). We need \( g(D_i) = \max \deg \Delta \). Thus by theorem 2.5 and by lemma 2.1 we may assume (35). But it is easy to see from the skein relation of \( \Delta \) under \( \bar l_2 \) twists that
\[
\max \scr \Delta(D(p_1, \ldots, p_n)) > \max \scr \Delta(D(p_1', \ldots, p_n')),
\]
whenever \( p'_i \geq p_i \) for all \( 1 \leq i \leq n \), and for at least one \( i \) strict inequality holds. This contradiction finishes the proof.

Theorem 1.1 follows immediately from this lemma and the following statement.

Theorem 4.1 Let \( K, K_1 \) be algebraically concordant special alternating knots. Then
\[
\Delta(K_1) = \Delta(K).
\]  

Proof. Let \( K_1 \) be positive and concordant to \( K \). Let \( \Delta = \Delta(K) \) and \( \Delta_1 = \Delta(K_1) \). For special alternating knots
\[
\text{span} \Delta = 2g = \sigma,
\]
and hence we have
\[
\max \deg \Delta = \max \deg \Delta_1.
\]
From (53) for \( K \) and (41) it follows that all zeros \( \xi \) of \( \Delta(K) \) lie on \( S^3 \) and satisfy equality in (41):
\[
|j_{\xi}(K)| = 2 \text{mult}_\xi \Delta(K).
\]

Now let \( X \) be an irreducible factor of \( \Delta(K) \). Thus there is a zero \( \xi \) of \( X \) on \( S^3 \) with \( |j_{\xi}(K)| = 2 \text{mult}_X \Delta(K) \).

Now look at \( \Delta(K_1) \). Since by concordance \( j_{\xi}(K_1) = j_{\xi}(K) \), we have from (41) for \( K_1 \) that \( \text{mult}_X \Delta(K_1) \geq \text{mult}_X \Delta(K) \). Arguing over all \( X \), we see that \( \Delta \mid \Delta_1 \). Then, comparing degrees in (54), and using unimodularity (5), we have \( \Delta = \Delta_1 \). This finishes the proof.

Remark 4.1 We did not use more than the jump (Milnor’s signature) function \( j_\sigma \) as a concordance invariant, and thus it should be noted that in fact \( j_\sigma \) identifies a special alternating knot up to finite ambiguity. In the same way, in most of our following statements (for knots) algebraic concordance can be weakened to equality of the jump function.

For corollary 1.1 we use lemma 4.1 and the following modification of theorem 4.1. We will establish the conclusion in several more situations, thus let us say in the following that for \( K \) positive smooth concordance determinates the Alexander polynomial.

Theorem 4.2 Let \( K, K_1 \) be smoothly concordant positive knots and \( K \) be special alternating. Then (52) holds.

Proof. The fundamental reason for this extension is the availability, in the smooth setting, of the Bennequin-Rudolph machinery (17). (Regarding its failure in the topological category, see remark 4.3.) This leads to (11). Thus if \( K_1 \) smoothly concordant positive knots, (11) combines with (10) to give that \( g(K_1) = g(K) \) is constant. Similarly by concordance \( \sigma(K_1) = \sigma(K) \) is constant. If \( K \) is special alternating, then we obtain (53) for \( K_1 \) as well, and the proof of theorem 4.1 can be repeated.

Summarizing the proof, we see that what we need is that the jump function \( j_\sigma(K) \) detects in \( \Delta(K_1) \) each irreducible factor of \( \Delta(K) \) (with full multiplicity), and \( \max \deg \Delta(K) = \max \deg \Delta(K_1) \). Several later extensions of theorem 1.1 base on this observation. The following proposition is mainly its formalization (with the obvious, and omitted, proof).
**Proposition 4.1** Let $K$ be a positive knot, such that for each irreducible factor $X \mid \Delta(K)$ there is at least one zero $\xi$ of $X$ which lies on $S^1$ and satisfies (55). If $K_1$ is positive and algebraically concordant to $K$ with $g(K_1) = g(K)$ (i.e., if $K_1$ is smoothly concordant to $K$), then (52) holds, in particular only finitely many $K_1$ occur.

This shows that it is necessary to look at just one zero of $X$, and in general releases us from keeping $\sigma$ close to $2g$. Here is a small application.

**Corollary 4.1** Let $K$ be a connected sum of positive torus knots, and $K_1$ be positive and smoothly concordant to $K$. Then (52) holds, in particular only finitely many $K_1$ occur.

**Proof.** Let in the following $X_n$ be the (irreducible) polynomial of the primitive $n$-th roots of unity. The formula for the Alexander polynomial of the torus knots $T_{p,q}$ is

$$
\Delta(T_{p,q}) = t^{-(p-1)(q-1)/2} \frac{(tpq - 1)(t - 1)}{(tp - 1)(tq - 1)}.
$$

(56)

It shows that

$$
\text{mult}_X(\Delta(T_{p,q})) = \begin{cases} 1 & \text{if } X = X_n \text{ for } n \mid pq \text{ but } n \nmid p,q, \\ 0 & \text{otherwise}. \end{cases}
$$

(57)

It can be easily checked from the formula of the jump, due to Matumoto-Kearton (see [Ke2, §13]), that for each such $p,q$, the jump at the first root, $j_{\exp(2\pi i/n)}(T_{p,q}) = 2$. □

For practical verification, we notice (taking into account (44)) two simple criteria that make the conditions in proposition 4.1 satisfied. Again, we should demand smooth concordance (or equality of the genera; see also remark 4.3 below).

**Proposition 4.2** Let $K$ be a positive knot. Assume that each irreducible factor $X$ of $\Delta(K)$ has at least one zero on $S^1$ and

(a) $X$ is simple, or

(b) (40) is an equality for $K$.

Then only finitely many positive knots $K_1$ are smoothly concordant to $K$. They satisfy (52). □

Let us here make a helpful remark: the practical use of this proposition, as well as proposition 3.1, can be simplified by working with $\widetilde{V}$ (in (43)). Surely, if $\widetilde{V}$ factors, so does $\Delta$. But $\Delta$ may factor even if $\widetilde{V}$ is irreducible: e.g., stevedore’s knot $6_1$ has $\widetilde{V} = 1 - 2z$ (obviously irreducible), while $\Delta(6_1) = -t^{-1}(2t - 1)(t - 2)$. Still, we observe why we will not mind below factorizing $\widetilde{V}$ instead of $\Delta$.

**Lemma 4.2** If an irreducible factor $\widetilde{X}(z)$ of $\widetilde{V}(K)$ has at least one zero on $[-4,0]$, then the corresponding factor

$$
X(t) = \widetilde{X}(t - 2 + t^{-1})
$$

of the Alexander polynomial

$$
\Delta(K) = \widetilde{V}(K)(t - 2 + t^{-1})
$$

is irreducible (and has at least one zero on $S^1$).

**Proof.** Assume two mutually inverse roots $\xi$ and $\xi^{-1}$ of $X$ have the same minimal polynomial $Y$. Then $Y(t) = c t^k \cdot Y(t^{-1})$ for some $c \in \mathbb{R}, c \neq 0$. By unimodularity (5), we have $Y(1) = \pm 1 \neq 0$, and thus $c = 1$, i.e., $Y$ must be reciprocal. Then $Y = \widetilde{Y}(t - 2 + t^{-1})$ would yield a factor $\widetilde{Y}$ of $\widetilde{X}$. Thus if $\widetilde{X}$ is irreducible, but $X$ is not, then $X$ must factor as $cY(t)Y(t^{-1})$ for some (integer, not purportedly irreducible) polynomial $Y$. However, if $\widetilde{X}(z)$ has a zero $z$ on $[-4,0]$, then $X$ has a zero $\xi$ on $S^1$. But the minimal polynomial of $\xi$ is real, thus such $\xi$ has the same minimal polynomial as $\overline{\xi} = \xi^{-1}$, which we excluded. □
4.3 Modifications and Extensions

4.3.1 Signature-root estimates for positive and almost positive links

Recall that for any (non-split) alternating link \( L \), we have (14). In combination with theorem 2.2, we obtain thus in definition 3.2 that \( L \) is regular. More relevantly, we will need these properties here for positive \([Cr]\) (as already mentioned) and almost positive links \([St3]\).

**Theorem 4.3** (\([Cr, St3]\)) Positive links and almost positive links are regular.

**Corollary 4.2** If \( K \) is a positive or almost positive knot, then inequality (40) holds.

**Proof.** Use again lemma 3.4 and theorem 4.3. \( \square \)

**Proposition 4.3** If \( L \) is a positive or almost positive link, then
\[
\zeta(\Delta(L), C \setminus S^1) \leq 1 - \chi(L) - \sigma(L).
\]

**Proof.** With theorem 4.3, use (50). We notice that \( \sigma(L) \geq 0 \), as \( L \) can be unlinked by switching positive crossings only. \( \square \)

4.3.2 Positive large signature knots

**Theorem 4.4** Let \( K \) be a positive or almost positive knot with \( \sigma \geq 2g - 2 \). Then \( j_*(K) \) determines \( \Delta(K) \) up to finite ambiguity.

**Proof.** Let \( X \) be an irreducible polynomial in \( \mathbb{Z}[t] \). Let us assume \( X \) as a genuine polynomial (unlike \( \Delta \)), and normalize it so that \( \text{mindeg} X = 0 \) and \( \text{maxcf} X > 0 \) (we will use \( X \) as a factor of some Alexander polynomial of a knot). Let for \( X \neq t \pm 1 \),
\[
j \cdot \text{mult}_X \Delta := \frac{1}{2} \max \{ |j_*(K)| : X(\xi) = 0, \ |\xi| = 1 \},
\]
when \( X \) has a zero \( \xi \) on \( S^1 \), and \( j \cdot \text{mult}_X \Delta = 0 \) otherwise. The following is the part of \( \Delta \) detected by \( j_* \):
\[
\tilde{\Delta} := \prod_X X^{j \cdot \text{mult}_X \Delta}.
\] (58)

(Note that because of (8), \( X = t \pm 1 \) does not occur in this product.) Then clearly \( \tilde{\Delta} \) is determined by \( j_*(K) \), and along the proof of theorem 4.1 we have
\[
\tilde{\Delta} \mid \Delta, \quad \text{span} \Delta \geq \text{span} \tilde{\Delta} \geq \sigma.
\]

From \( \sigma \geq 2g - 2 \) we have then for \( \Delta^* := \Delta/\tilde{\Delta} \) that \( \text{span} \Delta^* \leq 2 \).

We remark that with \( x \in \mathbb{C} \) also \( \bar{x}, 1/\bar{x} \) and \( 1/x \) are zeros of \( \Delta^* \). Up to units in \( \mathbb{Z}[t^{\pm 1}] \), thus again \( \Delta^* \) is symmetric and unimodular, hence it admits a conversion to a Conway polynomial \( \tilde{V} \) via (3), which is of the form
\[
\tilde{V}^*(z) = 1 + bz^2.
\] (59)

If \( \Delta^* = 1 \), then \( j_* \) determines \( \Delta = \tilde{\Delta} \). Thus assume \( \Delta^* \neq 1 \). We claim then its both zeros are on \( S^1 \).

If \( |x| \neq 1 \) is a zero of \( \Delta^* \), in order the four numbers \( x, \bar{x}, 1/\bar{x} \) and \( 1/x \) not to be all distinct (bar is conjugation in \( \mathbb{C} \)), we need that \( x \) is real. Since by reciprocity of \( \Delta \) the product of norms of all zeros is 1, we cannot have exactly one zero off \( S^1 \). Thus we have a pair of zeros \( x, 1/x \) for \( x \in \mathbb{R} \).
We assumed that \( x, 1/x \) have no algebraic conjugates on \( S^1 \). This means that
\[
\tilde{\Delta}^*(t) = a(x-t)(1/x-t) \in \mathbb{Z}[t],
\]
for some \( a \in \mathbb{Z} \) must be a divisor of \( \Delta(K) \). As such, \( \Delta^*(t) = \tilde{\Delta}^*(t)/t \) is unimodular (up to sign; cf. below (6)), and from the form (60) it is seen to be symmetric. It is thus an Alexander polynomial of a knot (as an example, it occurs for a non-positive twist knot). Then \( \Delta^* \) allows for a conversion via (3) to a polynomial \( V^* \), which becomes of the form (59). It is easy to see that for real zeros of \( \Delta^* \), we need \( b < 0 \).

When \( b < 0 \) in (59), the polynomial \( V^* \) in (59) has a zero on the positive real line. Contrarily, the Conway polynomial of a positive knot or almost positive knot is positive (cf. theorem 2.3). Hence, \( V(K) \) cannot have such zero. Therefore, \( \Delta^* \mid \Delta(K) \).

It remains the possibility that \( V^* \) is one of the polynomials (59) with \( b > 0 \). Because of (44), its Alexander polynomial \( \Delta^* \) must have zeros already present in \( \Delta \), thus we must have \( \Delta^* \mid \Delta \). Since \( \Delta \) has only finitely many factors, this shows that only finitely many \( \Delta = \Delta^* \cdot \Delta \) occur. \( \square \)

**Theorem 4.5** Let \( K_i \) be (topologically or algebraically) concordant positive or almost positive knots with \( \sigma(K_i) \geq 2g(K_i) - 2 \). Then \( \Delta(K_i) \) are constant, in particular only finitely many \( K_i \) occur.

**Proof.** To see that in fact \( \Delta \) is unique, note that all possible \( \Delta^* \) have simple zeros. However, Alexander polynomials of concordant knots \( K_{1,2} \) have the Fox-Milnor property [FM]
\[
f_1(t)f_1(1/t)\Delta(K_1) = f_2(t)f_2(1/t)\Delta(K_2)
\]
(with \( f_{1,2} \in \mathbb{Z}[t] \)). It implies that the multiplicities of the same zero of \( \Delta(K_1) \) and \( \Delta(K_2) \) on \( S^1 \) have the same parity.

For the finiteness property in the almost positive case, we need an extension of lemma 4.1. For this see the argument in the proof of lemma 5.3 of [St7]. It shows that \( |V|_2 \) increases under positive \( I^2 \) twists in an almost positive diagram unless the twists are trivial isotopies. Alternatively, use lemma 4.4 below. \( \square \)

**Definition 4.1** We call a knot almost special alternating if it has a diagram that differs by one crossing change from a special alternating one.

**Corollary 4.3** Among almost special alternating knots only finitely many are (topologically or algebraically) concordant. \( \square \)

In the spirit of corollary 1.1 (but with some more argument needed), we have the following.

**Theorem 4.6** No infinite smooth concordance class of positive or almost positive knots contains a positive or almost positive knot \( K \) with \( \sigma(K) \geq 2g(K) - 2 \).

**Proof.** Let \( \{K_i\} \) be smooth concordance class containing such a knot \( K = K_1 \).

Let again \( \tilde{\Delta}(K) \) and \( \tilde{\Delta}(K_i) \) be as in (58). Since \( \tilde{\Delta} \) is determined by \( j_\ast \), we have \( \tilde{\Delta}(K_i) = \tilde{\Delta}(K) =: \tilde{\Delta} \), and it divides \( \Delta(K) \) and \( \Delta(K_i) \). Let \( \Delta^*(K) = \Delta(K)/\tilde{\Delta} \) and \( \Delta^*(K_i) = \Delta(K_i)/\tilde{\Delta} \).

We know from the proof of theorem 4.4 that
\[
\text{span}\Delta^*(K) \leq 2,
\]
all zeros of \( \Delta^*(K) \) are on \( S^1 \) and \( \Delta^*(K) \mid \tilde{\Delta}(K) = \tilde{\Delta} \). (For knots \( K \), we cannot have \( \text{span}\Delta^*(K) = 1 \) because of (8).) By the same argument, if
\[
\text{span}\Delta^*(K_i) \leq 2,
\]
then all zeros of $\Delta^*(K_i)$ are on $S^1$ and $\Delta^*(K_i) \mid \Delta$. This means that we are done (showing that only finitely many $\Delta(K_i)$, and hence $K_i$, occur) if we establish (63).

Keep in mind that $\text{span}\Delta(K_i) = 2g(K_i)$ (theorem 4.3).

**Case 1.** If $g(K_i) < g(K)$, then $\tilde{\Delta} = \Delta(K_i)$, and we are done.

**Case 2.** If $g(K_i) > g(K) + 1$, then by (18) and almost positivity $g_s(K_i) \geq g(K) > g(K) \geq g_s(K)$, a contradiction. (Only at this place is smoothness of the concordance, but crucially, needed.)

**Case 3.** If $g(K_i) = g(K)$, then (63) follows from (62).

**Case 4.** Thus consider $g(K_i) = g(K) + 1$. If $\tilde{\Delta}(K) = \Delta(K)$, we have (63). Thus we assume that $\text{span}\Delta^*(K) = 2$.

Take a zero $\xi$ of $\Delta^*(K)$ on $S^1$; since $\xi \neq \pm 1$ from (8), and because of (62), it is a simple zero. Thus $\text{mult}_\xi \Delta(K) - \text{mult}_\xi (\tilde{\Delta}) = 1$ is odd. Because of (61) and the remark after it, $\text{mult}_\xi \Delta(K_i) - \text{mult}_\xi \Delta(K)$ is even. Thus $\text{mult}_\xi \Delta(K_i) > \text{mult}_\xi (\tilde{\Delta})$ (keep in mind $\tilde{\Delta} \mid \Delta(K_i)$).

Now let $X$ be the minimal polynomial of $\xi$. Then for $\xi \neq \pm 1$, we have $X = \Delta^*(K)$. Thus

$$ (\Delta(K) = \Delta^*(K) \cdot \Delta) \mid \Delta(K_i), $$

with $\text{span}(\Delta(K_i)/\Delta(K)) = 2g(K_i) - 2g(K) = 2$, and then modifying the argument referred to directly before (63) by replacing $\Delta$ by $\tilde{\Delta}$, we obtain again $(\Delta(K_i)/\Delta(K)) \mid \Delta(K)$, and finitely many $\Delta(K_i)$. □

### 4.4 Concordance of links

Here we will discuss ways of extending to links the proof of theorem 1.1 and its subsequent modifications in section 4.3. The stronger smooth concordance versions follow the reasoning for knots, and we highlight only additionally needed arguments.

We first address our main result. The below proof manifests the cornerstones of its extension.

**Theorem 4.7** Only finitely many special alternating links are concordant. (More precisely, linking numbers and the signature jump function identify the Alexander polynomial of a special alternating link.)

**Proof.** First, concordance is a homology invariance, and preserves linking numbers. Thus it must map between split components, and we may just consider non-split (special alternating) links $L$. We use then the link case of theorem 3.1 to ascertain all roots of $\Delta_L$ to be on $S^1$.

Now we will need the fact that $j_*$ is a link concordance invariant. This is less obvious than the case of knots, but is known (cf., e.g., [CK, CF] or [F, Theorem 4.2]). Thus we can again employ signatures, and most of the proof of theorem 4.1 can be followed. The proof of lemma 4.1 remains valid for (positive) links.

The principal departure occurs in noticing that unimodularity fails for links. Evidently, each polynomial is the scalar multiple of a primitive polynomial (and shares its roots), but the option that $\Delta(K_i)$ are multiples of each other does exist for links. (It occurs for example for the reverse $(2,p)$ torus links.) One can get disposed of this problem thus.

Fix the number $n$ of components of $L$. Hoste’s formula (cf. remark below (7)) expresses

$$ \lambda(L) := [V(L)]_{n-1} = \sum_{t} \prod_{(i,j) \in t} l_{ij} $$

as a sum over spanning trees $t$ of the linking graph $\Lambda(L)$ of $L$. This is the graph given by each vertex for a component $L_{[i]}$ of $L$ and an edge labelled $l_{ij} = lk(L_{[i]},L_{[j]})$ between vertices $L_{[i]}$ and $L_{[j]}$ if $l_{ij} \neq 0$. For
a positive link, all $lk(L_{ij}, L_{ij}) \geq 0$, and if $L$ is non-split, $\Lambda(L)$ is connected. Each summand in Hoste’s formula is positive, and at least one is there. This shows
\[ \lambda(L) > 0 \] (65)
(cf. below (14)). But since concordance preserves linking numbers, we need to have $\lambda(L) = \hat{\lambda}(L')$ when $L$ and $L'$ are concordant.

This removes the scaling ambiguity and determines $\Delta$ uniquely. \hfill \Box

For the extension to positive and almost positive links, we will use the work in §3.3, in particular corollary 3.3.

**Theorem 4.8** If $L_i$ are positive links with $\sigma(L_i) \geq -1 - \chi(L_i)$, then only finitely many $L_i$ are concordant.

**Proof.** We adapt the proof of theorem 4.4. First we need to provide for a possible zero $\xi = \pm 1$ of $\Delta$ by setting
\[ j_{mult_{\pm 1}} \Delta(L) := |f^{\pm}_{\pm 1}(L)| \]
for the definition (58) of $\hat{\Delta}(L)$. Then, using (50) and (41), we have again $\Delta(L_i) = \hat{\Delta} \cdot \Delta^*(L_i)$, with $\hat{\Delta}$ determined by $j_{\pm}$ (and so equal for all $L_i$), and $\text{span} \Delta^*(L_i) \leq 2$. Further note that, because of (65), $\Delta^*(L_i)$ are fixed under scaling with integers. We rewrite and normalize $\Delta^*(L_i)$ as
\[ \hat{\Delta}_i(t) := \Delta^*(L_i)(t) \cdot t_{\text{maxdeg} \Delta(L_i)} = a \cdot (t - (x + 1/\lambda) + 1/j) \in \mathbb{Z}[\mathbb{R}^{\pm 1}] \]
where $x \in \mathbb{R}$, $x \neq \pm 1$ and $a \in \mathbb{Z}$, $a \neq 0$. (For links $L_i$, the additional possibilities $\Delta^* = t \pm 1$, $(t \pm 1) \cdot (t \pm 1)$ come in, but they do not affect any finiteness considerations.) Under (3), $\hat{\Delta}$ gives the polynomial
\[ \hat{V}(z) = az^2 - a(x + 1/\lambda - 2) \in \mathbb{Z}[z^2]. \] (66)
A polynomial $\hat{V}_i(z)$ of this type for $(a, x) = (a_i, x_i)$ is to divide each $V(L_i)$ (with integer polynomial quotient):
\[ \hat{V}_i(z) \mid V(L_i). \] (67)
This situation is managed by showing that only finitely many possible $\hat{V}_i(z)$ occur, as follows.

If $x_i > 0$, then the absolute term of $\hat{V}_i/a_i$ in (66) is negative. Thus $\hat{V}_i(\sqrt{\lambda})$ has a real positive root, and hence cannot divide the positive polynomials $V(L_i)(\sqrt{\lambda})$ (as argued in the proof of theorem 4.4).

Let therefore $x_i < 0$. Comparing the lowest coefficients in (67) gives
\[ a_i (x_i + 1/\lambda_i - 2) \mid \hat{\lambda} \]
for $\lambda = \hat{\lambda}(L_i)$ with (65), and it is crucial here that $\lambda$ does not depend on $i$. \textit{A priori}, for $x_i \in \mathbb{R}$ the parenthesis may represent rational numbers with arbitrarily large denominators. But we avoid this problem here by noticing that for $x_i < 0$, we have
\[ |x_i + 1/\lambda_i - 2| > 4. \]
This bounds $|a_i| < \lambda/4$, and since $a_i \in \mathbb{Z}$, we have only finitely many possible values for $a_i$. Then the same is true for $x_i + 1/\lambda_i - 2$, and hence for $\hat{V}_i$ and $\hat{\Delta}$.

This finiteness argument puts through the proof of theorem 4.4. \hfill \Box

To deal with almost positive links, we first record the following observations.

**Lemma 4.3** If $L$ is almost positive (and non-split), then (65) holds.
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Proof. Let $D$ be an almost positive connected diagram representing $L$. The only way in which $\lambda(L) = 0$, is if under the crossing switch from a positive diagram, one edge in $\Lambda(L)$ disappears and disconnects the graph. Then one easily sees that $D$ must look like

$$T_1 \ T_2 \ T_3 \ T_4$$

(with all crossings in the tangles $T_i$ positive), in which case $L$ is a split positive link. \hfill \Box

Lemma 4.4 Let $D$ be an almost positive connected diagram of $n$ components and $c$ a positive crossing of $D$. Set

$$\lambda'(D) = [\nabla(D)]_{n+1}.$$  

Let $D'_p$ be obtained from $D$ by applying $p$ times a $\bar{1}$ twist at $c$. If

$$(\lambda(D), \lambda'(D)) = (\lambda(D'_p), \lambda'(D'_p)),$$

then $c$ is nugatory after isotopy (i.e., the twists do not change the link type), or all links of $D'_p$ are split.

Proof. We apply lemma 4.3 on the diagram $D'$ obtained after smoothing out $c$. From (69) we have that

$$\lambda(D') = 0$$

and we need $\lambda'$ in (69) for the case that $c$ is a crossing of the same component of $D$. Then, reinstalling $c$, we see that either $c$ is nugatory (if it connects two different $T_i$ in (68)), or all links are split (if $c$ occurs within some $T_i$). \hfill \Box

Theorem 4.9 Let $L_i$ are almost positive links with $\sigma \geq -1 - \chi$. Then only finitely many $L_i$ are concordant.

Proof. The preceding lemmas provide the ingredients needed to modify the proof of theorem 4.5 (without claiming uniqueness of $\Delta$). Lemma 4.4 shows that only finitely many almost positive links occur with given Alexander polynomial $\Delta \neq 0$. (Note again that we many consider only non-split links.) Lemma 4.3 eliminates the possiblily of $\Delta(L_i)$ being infinitely many multiples of the same polynomial (as needed to argue for theorem 4.7). \hfill \Box

Corollary 4.4 If $L_i$ are almost special alternating links, then only finitely many $L_i$ are concordant. \hfill \Box

Turning to smooth concordance, we need an extra caveat for the analogue of theorem 4.6.

Theorem 4.10 1. No infinite smooth concordance class of positive links contains a positive link $L$ with $\sigma(L) \geq -1 - \chi(L)$.

2. No infinite smooth concordance class of positive or almost positive links contains a positive or almost positive link $L$ with $\sigma(L) \geq -\chi(L)$, or $\sigma(L) \geq -1 - \chi(L)$ and $\det(L) \neq 0$.

Proof. Mostly we repeat the proof of theorem 4.6 (and use its notation). For links, we need to extend case 4 of that proof. This case occurs only for almost positive links (because of (11) for positive ones), whence the first statement in the theorem.

For the second statement, the goal is to show again (as in (64))

$$\Delta(L) \mid \Delta(L_i).$$

Then again for $\hat{\Delta}(L_i) = \Delta(L_i)/\Delta(L)$ we have span $\hat{\Delta}(L_i) \leq 2$, and all zeros of $\hat{\Delta}(L_i)$ must be on $S^1$ and be $\pm 1$ or zeros of $\Delta(L)$. This leaves finitely many choices for $\hat{\Delta}(L_i)$ (with scaling by integers fixed), and $\Delta(L_i)$. 


The argument in the proof of theorem 4.6 applies again if $\xi \neq \pm 1$. Notice the extension of (61) to links, due to Kawauchi [Kw, Theorem B]. Thus consider $\xi = \pm 1$. Then $X = t \mp 1$. If $X = \Delta^*(L)$, its zero is simple, and we argue as for theorem 4.6 that (70) holds. Otherwise, for span$\Delta^*(L) \leq 2$, we have $\Delta^*(L) = (t \pm 1)^2$ or $\Delta^*(L) = t^2 - 1$ (keep in mind that $\Delta^*$ is reciprocal up to units in $\mathbb{Z}[t^\pm 1]$).

If $\Delta^*(L) = t^2 - 1$, the zeros are simple, and we have as before (70). If $\Delta^*(L) = (t - 1)^2$, then (70) changes to $\Delta(L) | \Delta(L_i) - (t - 1)^2$. Now for $n$ component links, because of (65), we have

$$\text{mult}_i \Delta = \min \deg \nabla = n - 1,$$

which is the same for $L$ and $L_i$. Thus $\Delta(L) | \Delta(L_i) \cdot (t - 1)^2$ implies (70). The situation $\Delta^*(L) = (t + 1)^2$ cannot be dealt with any more, and the assumptions are made to exclude it.

Links can be covered also in some version of proposition 4.2, but we confined ourselves to knots only, intending the criterion as a technical tool for practical computations (see proposition 4.4).

### 4.5 Computational results

Our results allow computational verification on a large number of instances, thus drawing evidence for conjecture 1.1. For example, we have the following.

**Corollary 4.5** If $K_i$ are positive knots of genus at most 4, then only finitely many $K_i$ are (topologically or algebraically) concordant. Moreover, only finitely many positive knots are smoothly concordant to any $K_i$.

**Proof.** The first part is an application of theorem 4.5. The compilation of generators (see theorem 2.4) allows one to verify that for genus $g \leq 4$ all positive knots have $\sigma \geq 2g - 2$, with one exception, the knot $14_{4567}$ (where $\sigma = g = 4$). For the smooth concordance, use theorem 4.6.

For low crossing knots, we focussed only on smooth concordance, as statements for topological concordance are trivial over a finite domain, and far more difficult over the same domain as the smooth version (see remark 4.3).

**Proposition 4.4** If $K$ is a positive knot of at most 16 crossings, then positive smooth concordance determines the Alexander polynomial (as in (52)).

We skip the proof, which is a lengthy computational check in the tables of KnotScape [HT] (for a proof of similar flavour, see theorem 4.11). Essentially, we ascertained using theorems 2.4 and 2.1 that we can invoke proposition 4.2 (resorting ourselves to $\tilde{\nabla}$ with lemma 4.2), or if not, the slightly more general (but slightly more awkward to test) proposition 4.1.

Looking at the limits of our method, we see two major cases of failure of the proof of theorem 1.1:

a) When $\Delta(K)$ has an irreducible factor $X$ with all zeros off $S^1$. A simple such factor could be $\Delta(65)$. (Alexander polynomials of non-positive twist knots can not occur; see the end of the proof of theorem 4.4.)

b) When $X$ is a (necessarily multiple) factor with $\sigma_0 = 0$ for all roots $\xi$ of $X$ on $S^1$.

The practical effectiveness of proposition 4.1, observed in the proof of proposition 4.4, motivated us to exhibit a concrete instance on which the criterion fails to apply. These efforts, together with diverse other arguments, point to a noteworthy circumstance. Hereby, the proof of corollary 4.1 drew our attention to a particular choice of root. Let us below say that the first root $\xi_0$ of $X$ on $S^1$ is the one of smallest $\arg(\xi_0)$, i.e., having $\Im \xi_0 > 0$ and closest to 1 (so that $X$ has no roots on $\Xi(\xi_0)$; see (46)).

**Question 4.1** Let $K$ be a positive knot. Is it true then that
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i) all irreducible factors \( X \) of \( \Delta_K \) have a root on \( S^1 \), and

ii) for the first root \( \xi_0 \) of \( X \), we have \( j_{\xi_0}(K) = 2 \text{mult}_X \Delta_K \).

This lends considerable further potential to proposition 4.1.

Note some pieces of observable evidence.

1) This is certainly true when \( \Delta = X \) is irreducible. Then \( \sigma > 0 \) settles the first property i) (and together with lemma 4.2 shows that it is enough to test irreducibility of \( \tilde{\nabla} \)). The second property ii) holds since \( \sigma_\xi(K) \geq 0 \) for all \( \xi \) (\( K \) has a positive unknotting sequence), and in (44) the absolute bars can be dropped.

2) Similarly one sees that part ii) follows from part i) in the case when (40) is an equality, and in that case also part (b) of proposition 4.2 applies.

3) It is enough to look at prime knots and prime (positive) diagrams by theorem 2.1.

We then also collected some amount of experimental support.

**Theorem 4.11** The answer to question 4.1 is affirmative for

- positive knots with up to 16 crossings,
- knots with positive diagrams of up to 18 crossings, and
- positive braid representations on at most 5 strands with up to 25 crossings, and 6 strands up to 23 crossings.

In particular, for such knots any smoothly concordant positive knot has the same Alexander polynomial (as in (52)).

**Proof.** The first family was discussed in proposition 4.4 (which mainly triggered question 4.1). For the other two families, we started by extensively testing part i) of question 4.1 – again, using lemma 4.2 and working with \( \tilde{\nabla} \). (For braids, we obtained \( \Delta \) from the Burau matrix.) By the above remark 3, we consider only prime diagrams. This test deals with (also part ii) for) knots when \( \Delta = X \) is irreducible (by remark 1), or if (40) is an equality (by remark 2).

For the remaining knots, proposition 3.1 enabled us to test using values of \( \tilde{\nabla}(K') \) part ii) at least in the situation (which turned out to be rather generic) that \( \xi_0 \) (or \( X \)) is simple, and so are all ‘preceding’ roots of \( \Delta \) on \( \Xi(\xi_0) \).

The instances of failure of this test were collected, and duplications (of the underlying knots) partly removed using a functionality of KnotScape, leaving a list of about 280 entries. We found, for example, that (at least one of the two parts of) proposition 4.2 applies to all positive 17 crossing diagrams, and 18 crossing diagrams except for 5 knots.

To save some notation, let in the following for the trefoil \( 3_1 \),

\[
\Pi_\xi(t) = \Delta(3_1)(t^k) = t^{-k} - 1 + t^k, \quad \text{and} \quad \Pi = \Pi_1. \tag{72}
\]

All these remaining cases have the double factor \( X = \Pi_2 \), except for two, where \( X = \Pi_2 \). (No knots have more than one double factor, or one of multiplicity 3 or higher.) We checked (now much more slowly) using Orevkov’s MATHEMATICA™ program (mentioned after (32), and partly assisted by Kearton’s result (73) below for cables) that the jump at the first multiple root is 4, which finished the work.

Note that answering positively question 4.1 implies \( \tilde{\Delta} = \Delta \), thus along the way we can computationally extend the scope of proposition 4.4. In particular, after checking part i), when \( \tilde{\nabla}(K) \) (and hence \( \Delta(K) \)) has no repeated roots, we can use part (a) of proposition 4.2, and deduce the claim of proposition 4.4 without needing to apply the \( \tilde{\nabla} \) value test.
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However, we also became aware of the following examples.

**Proposition 4.5** Case b) of (71) can occur. The answer to part ii) of question 4.1 is negative in general.

We do not know about a) of (71) (and part i) of question 4.1). See, though, also example 4.1 below.

**Proof.** If \( K = T \ast P \) is a satellite knot with companion \( T \) and (zero-framed) pattern \( P \) of degree \( n > 0 \), then

\[
j_\bar{\Sigma}(K) = j_\bar{\Sigma}(T) + j_\bar{\Sigma}(P).
\]

(73)

This is a direct consequence of Kearton’s satellite signature formula [Ke, Theorem], and suggests satellite constructions as a method in seeking (negative) examples.

Consider now the satellite knot \( K = T \ast P \) around the \((p,q)\)-torus knot \( T = T_{p,q} \), with the \((r,s)\)-torus knot pattern \( P = T_{r,s} \), positioned as a closed \( r \)-braid in the solid torus. Applying (56) and Seifert’s formula for the Alexander polynomial of a satellite knot, we have up to units in \( \mathbb{Z}[t] \),

\[
\Delta(T_{p,q} \ast T_{r,s}) = \Delta_{p,q,r} \cdot \Delta(T_{r,s})
\]

(cf. (1) and below), with

\[
\Delta_{p,q,r} = \Delta(T_{p,q})(t') = \frac{(tpqr - 1)(t' - 1)}{(tp - 1)(qr - 1)}.
\]

This polynomial decomposes, using (57), with

\[
\text{mult}_{X_{n}}(\Delta_{p,q,r}) = \begin{cases} 1 & \text{if } n \mid pqr \text{ but } n \nmid pr, qr, \\ 0 & \text{otherwise}. \end{cases}
\]

Take \( p = 2, q = 3 \) (thus \( T = T_{2,3} = 3_1 \) is the trefoil) and \( r = 5 \). Then \( X = X_{6} = \Pi \) (from (72)) divides \( \Delta_{2,3,5} \). If \( X_{6} \nmid \Delta(T_{r,s}) \), then (73) gives

\[
j_{\bar{\Sigma}0/3}(T_{p,q} \ast T_{r,s}) = j_{\bar{\Sigma}0/3}(T_{p,q}) = -2,
\]

and hence

\[
j_{\bar{\Sigma}0/3}(T_{p,q} \ast T_{r,s}) = 2
\]

(keep in mind (32)).

Take then some \( s \) not divisible by 6 (and 5), and let \( s \geq 3 \cdot r = 15 \) to ascertain that \( T_{2,3} \ast T_{r,s} \) has a positive diagram (using the blackboard framing of the positive 3-crossing trefoil diagram). For example \( s = 16 \) will do. This gives a knot \( K = T_{2,3} \ast T_{16,16} \) with a positive braid representation on 10 strands and 79 crossings, in particular \( g(K) = 35 \). It provides the negative answer to part ii) of question 4.1 in general.

To show that case b) of (71) can occur, consider \( K \# 3_{1} \). This 82 crossing knot is thus the simplest known potential element in a smooth counterexample family to conjecture 1.1.\[\square\]

**Example 4.1** For \( K = 15_{253288} \), which occurred in the test for proposition 4.4, the Alexander polynomial factors (with (72)) as

\[
\Delta(15_{253288}) = t^{-3} \cdot \Pi(1 + 2r - 5t^{3} + 2r^{3} + t^{6})
\]

The right factor \( X \) has 4 zeros off \( S^{1} \), thus now two on \( S^{1} \). Thus it cannot be the Alexander polynomial of a positive knot, since there is no positive knot of genus 3 with \( \sigma = 2 \). Thus we see that factors of polynomials of positive knots are not necessarily again polynomials of this type. This should serve as a warning regarding the limits of use of factorization.

**Remark 4.2** A yet unsettled question is: if \( \bar{X} \mid \bar{N} \) with \( |\bar{X}|_{0} = +1 \), is \( \bar{X} \) positive? Recall that by theorem 2.3 and the remark below it, \( \bar{V}(K) \) is a positive polynomial (more generally for positive links). Furthermore, we conjectured in [St88] (also for links) that \( \bar{V}(K) \) is strictly log-concave, i.e., \( \bar{V}(K)_{k} < |\bar{V}(K)|_{k-1} < |\bar{V}(K)|_{k} \) when \( 0 \leq k \leq \max \text{deg } \bar{V} \). We verified this property for all knots \( K \) in theorem 4.11. In fact, we also found that all irreducible factors \( X \) of \( \bar{V}(K) \) (with \( |X|_{0} = +1 \)) are positive and strictly log-concave.
4.7 Further extensions and concluding remarks

We finish the treatment of concordance with several remarks that concern possible (and impossible) extensions of our results, and their relation to other work.

The difference between smooth and topological concordance seems extremely hard to understand. So far almost all of our knowledge centers around Freedman’s deep result that all knots with trivial Alexander polynomial $\Delta = 1$ are topologically slice. Some are known to be not smoothly slice, the first example, the $(-3,5,7)$-pretzel knot, apparently due to Casson, using Donaldson’s work. (Rudolph constructed later more examples; see remark 4.4.) Until recently, no other candidates for topologically but not smoothly slice knots have been confirmed.

Remark 4.3 If we consider the topological 4-genus $g_t$ instead of the smooth one $g_s$, then Rudolph’s slice Bennequin inequality (17) (along with its more recent invariant manifestations due to Ozsvath-Szabo and Rasmussen) fails. One can construct examples of positive (or almost positive) knots violating $g = g_t$ (resp. $g \leq g_t + 1$), for instance, by using that the $(-3,5,7)$-pretzel knot, which is topologically slice, is strongly quasipositive. The inequality (26) still holds for $g_t$ (as mentioned above it), but leads the problem to show that we can estimate $g$ from above by $\sigma$ (or some $\sigma_\xi$). For this see remark 4.6.

Remark 4.4 Many knots with trivial polynomial (i.e., $\Delta = 1$) are strongly quasipositive (see [Ru]). Therefore, for strongly quasipositive knots conjecture 1.1 fails in the topological category. This already provides some odds against a smooth category version (for strongly quasipositive knots). Our approach does lend some tangibility to the present formulation. In contrast, for a strongly quasipositive knot there seems no easy way to control $g_c$ from $g$ (although still $g = g_c$). Certainly, $g_c - g$ can be arbitrarily large. (One can construct such examples by taking iterated connected sums of the counterexamples to Morton’s conjecture given in [St].) Thus, at the least, our approach would do very little towards a (smooth) strongly quasipositive knot version, an impasse which further discourages raising even conjecturally this more general case.

Example 4.2 For 2-almost positive knots, the family of twist knots studied by Casson and Gordon [CG] provides a counterexample to conjecture 1.1 at least in the algebraic category. (We do not know of further examples and about topological concordance.) For 3-almost positive one obtains many infinite families of (smoothly) concordant knots using the tangle surgery in [KL].

In a recent paper [Ba], K. Baker discusses a relevant related problem. He hinted (in private exchange) to a much stronger version of conjecture 1.1 (considered in a very special case by Rudolph, according to [Ba]). The reason I did not originally raise this quite striking point are the difficulties in dealing with concordance of (positive) mutants. (Certainly pairs $K \# K, K \# -K$ for non-invertible $K$ are algebraically concordant.)

Question 4.2 Is there a (topological or smooth) concordance class containing more than one positive knot?

Remark 4.5 In [HU], Hirasawa and Uchida constructed infinite sets of knots, such that any two elements of a set have Gordian distance one, i.e., differ by a single crossing change. S. Baader (private communication) informed me that some of these families contain infinitely many quasipositive knots, and asked if one can find a family containing infinitely many positive knots. The work in this paper grew out of the attempt to prohibit (the existence of) such a family. Tristram-Levine signatures again give constraints, and one is left to rule out Gordian distance one between two knots with a positive diagram in the same braiding sequence (i.e., differing under iterated twisting), however, no easy tool seems to handle this situation. Note, contrarily, that such a family does exist for some Gordian distance bigger than one. (For distance 2, consider positive twist knots.)

Remark 4.6 The preprint [BDL] addresses a solution of conjecture 1.1, based on a solution of the signature bound problem (see remark 4.3). I have tried to incorporate some according changes here, but
unfortunately, that preprint came out too late for another major revision. Just a brief remark is made. It appears that their proof in the smooth category does not require their signature bound, rather the latter upgrades the proof to the algebraic category. The proof can be easily extended to almost positive knots. The case of links leaves some argument to be discussed. Their approach does not address (52), so that at least this aspect of the results on knots here remains untouched.
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